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Light at the end of the beam pipe: 
Studying Matter under Extreme 

Conditions

Hard probes, (some) hard facts; 
perfect fluids, and sticky issues… 
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Outline
• Why study heavy ion collisions

– Furthers our understanding of QCD
– How to do this?

• Direct observation of hadronic 
observables

• Send penetrating probes & observe 
response: Tomography

• The RHIC program: Surprises and new 
physics 
– The quantitative success of relativistic 

hydrodynamics
– Photons and dileptons at RHIC

• A new era begins: the LHC
• Conclusion
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Going way back: The discovery of the 
atomic nucleus [1911]

Rutherford and his group bombarded a thin foil of Au with α-particles 
and noted some large-angle scatterings.
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Going deeper: Experimenting on the 
nucleon (proton) [1953]

Nobel Prize 1961: e-p elastic scattering. 
 The proton has a finite size
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Going deeper (cont’d): Experimenting on 
the nucleon (proton) [1968]

Nobel Prize 1990: e-p deep inelastic scattering. 
The proton has substructure: Quarks
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Fast-forward to today: The theory of 
the strong interaction is 

QCD. The cast of characters:

Quark structure of the proton

Bosons mediate interaction
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Fast-forward to today: The theory of 
the strong interaction is 

QCD. The cast of characters:

Quark structure of the proton

Bosons mediate interaction

10 Larry McLerran
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Gluon
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Grows

Fig. 10. Saturation of gluons in a hadron. A view of a hadron head on as x decreases.

Why is the small x rise in the gluon distribution a problem? Consider
Fig. 10, where we view hadron head on.[4]-[5] The constituents are the va-
lence quarks, gluons and sea quarks shown as colored circles. As we add more
and more constituents, the hadron becomes more and more crowded. If we
were to try to measure these constituents with say an elementary photon
probe, as we do in deep inelastic scattering, we might expect that the hadron
would become so crowded that we could not ignore the shadowing effects of
constituents as we make the measurement. (Shadowing means that some of
the partons are obscured by virtue of having another parton in front of them.
For hard spheres, for example, this would result in a decrease of the scatter-
ing cross section relative to what is expected from incoherent independent
scattering.)

In fact, in deep inelastic scattering, we are measuring the cross section for
a virtual photon γ∗ and a hadron, σγ∗hadron. Making x smaller corresponds to
increasing the energy of the interaction (at fixed Q2). An exponential growth
in the rapidity corresponds to power law growth in 1/x, which in turn implies
power law growth with energy. This growth, if it continues forever, violates
unitarity. The Froissart bound will allow at most ln2(1/x). (The Froissart
bound is a limit on how rapidly a total cross section can rise. It follows from
the unitarity of the scattering matrix.)

We shall later argue that in fact the distribution functions at fixed Q2

do in fact saturate and cease growing so rapidly at high energy. The total
number of gluons however demands a resolution scale, and we will see that
the natural intrinsic scale is growing at smaller values of x, so that effectively,
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Fast-forward to today: The theory of 
the strong interaction is 

QCD. The cast of characters:

Quark structure of the proton

Bosons mediate interaction

jets
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Fig. 10. Saturation of gluons in a hadron. A view of a hadron head on as x decreases.

Why is the small x rise in the gluon distribution a problem? Consider
Fig. 10, where we view hadron head on.[4]-[5] The constituents are the va-
lence quarks, gluons and sea quarks shown as colored circles. As we add more
and more constituents, the hadron becomes more and more crowded. If we
were to try to measure these constituents with say an elementary photon
probe, as we do in deep inelastic scattering, we might expect that the hadron
would become so crowded that we could not ignore the shadowing effects of
constituents as we make the measurement. (Shadowing means that some of
the partons are obscured by virtue of having another parton in front of them.
For hard spheres, for example, this would result in a decrease of the scatter-
ing cross section relative to what is expected from incoherent independent
scattering.)

In fact, in deep inelastic scattering, we are measuring the cross section for
a virtual photon γ∗ and a hadron, σγ∗hadron. Making x smaller corresponds to
increasing the energy of the interaction (at fixed Q2). An exponential growth
in the rapidity corresponds to power law growth in 1/x, which in turn implies
power law growth with energy. This growth, if it continues forever, violates
unitarity. The Froissart bound will allow at most ln2(1/x). (The Froissart
bound is a limit on how rapidly a total cross section can rise. It follows from
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We shall later argue that in fact the distribution functions at fixed Q2

do in fact saturate and cease growing so rapidly at high energy. The total
number of gluons however demands a resolution scale, and we will see that
the natural intrinsic scale is growing at smaller values of x, so that effectively,
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S Bethke, Nucl. Phys. Proc. Supp. 
121, 74 (2003) 

•QCD is a gauge field theory 
that describes the strong 
interaction of colored quarks 
and gluons

•QCD “potential“

•Asymptotic freedom at short 
distance 
•Confinement at large distance

Properties of the source:
QCD
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Asymptotic Freedom

“What this year's Laureates 
discovered was something that, at 
first sight, seemed completely 
contradictory. The interpretation of 
their mathematical result was that the 
closer the quarks are to each other, 
the weaker is the 'colour charge'. 
When the quarks are really close to 
each other, the force is so weak that 
they behave almost as free particles. 
This phenomenon is called 
‘asymptotic freedom’. The converse 
is true when the quarks move apart: 
the force becomes stronger when the 
distance increases.” 

1/r

αS(r)
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QCD? Don’t we know about QCD??

L =ψ (i ∂ − M − g Aa G
a )ψ − 1

4
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threshold matching at the heavy quark pole masses Mc = 1.5 GeV and Mb = 4.7 GeV. Results from
data in ranges of energies are only given for Q = MZ0 . Where available, the table also contains the
contributions of experimental and theoretical uncertainties to the total errors in αs(MZ0).

Finally, in the last two columns of table 1, the underlying theoretical calculation for each mea-
surement and a reference to this result are given, where NLO stands for next-to-leading order, NNLO
for next-next-to-leading-order of perturbation theory, “resum” stands for resummend NLO calculations
which include NLO plus resummation of all leading und next-to-leading logarithms to all orders (see
[39] and [32]), and “LGT” indicates lattice gauge theory.

Figure 17: . Summary of measurements of αs(Q) as a function of the respective energy scale Q, from
table 1. Open symbols indicate (resummed) NLO, and filled symbols NNLO QCD calculations used in
the respective analysis. The curves are the QCD predictions for the combined world average value of
αs(MZ0), in 4-loop approximation and using 3-loop threshold matching at the heavy quark pole masses
Mc = 1.5 GeV and Mb = 4.7 GeV.

In figure 17, all results of αs(Q) given in table 1 are graphically displayed, as a function of the
energy scale Q. Those results obtained in ranges of Q and given, in table 1, as αs(MZ0) only, are not
included in this figure - with one exception: the results from jet production in deep inelastic scattering
are represented in table 1 by one line, averaging over a range in Q from 6 to 100 GeV, while in figure 17
combined results for fixed values of Q as presented in [67] are displayed.

28
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QCD? Don’t we know about QCD??
Key concepts: Ultra-violet divergences, bare Green fns, renormalization, 

RGE, anomalous dimensions, 
renormalized G.Fs

, … etc.
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threshold matching at the heavy quark pole masses Mc = 1.5 GeV and Mb = 4.7 GeV. Results from
data in ranges of energies are only given for Q = MZ0 . Where available, the table also contains the
contributions of experimental and theoretical uncertainties to the total errors in αs(MZ0).

Finally, in the last two columns of table 1, the underlying theoretical calculation for each mea-
surement and a reference to this result are given, where NLO stands for next-to-leading order, NNLO
for next-next-to-leading-order of perturbation theory, “resum” stands for resummend NLO calculations
which include NLO plus resummation of all leading und next-to-leading logarithms to all orders (see
[39] and [32]), and “LGT” indicates lattice gauge theory.

Figure 17: . Summary of measurements of αs(Q) as a function of the respective energy scale Q, from
table 1. Open symbols indicate (resummed) NLO, and filled symbols NNLO QCD calculations used in
the respective analysis. The curves are the QCD predictions for the combined world average value of
αs(MZ0), in 4-loop approximation and using 3-loop threshold matching at the heavy quark pole masses
Mc = 1.5 GeV and Mb = 4.7 GeV.

In figure 17, all results of αs(Q) given in table 1 are graphically displayed, as a function of the
energy scale Q. Those results obtained in ranges of Q and given, in table 1, as αs(MZ0) only, are not
included in this figure - with one exception: the results from jet production in deep inelastic scattering
are represented in table 1 by one line, averaging over a range in Q from 6 to 100 GeV, while in figure 17
combined results for fixed values of Q as presented in [67] are displayed.
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QCD: What we know less…
• Phase transitions in QCD? What is the 

phase diagram?
• Dynamics of deconfinement, hadronization
• Are there collective features (many-body) 

effects that are present in QCD at high 
density/temperatures that are not there at 
T=0? (“emergent features”)

• Does the QCD phase diagram have 
consequences for cosmology and for dense 
stellar objects?
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Phase diagram?

Heating and/or compressing takes 
us from one phase to another
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Some aspects of the phase diagram, we do know 
from first principles: Lattice QCD (at μB=0)Figure 9: The trace anomaly I = ε − 3p normalized by T 4 as a function of the temperature on

Nt = 6, 8, 10 and 12 lattices.

Figure 10: The pressure normalized by T 4 as a function of the temperature on Nt = 6, 8 and 10
lattices. The Stefan-Boltzmann limit pSB(T ) ≈ 5.209 ·T 4 is indicated by an arrow. For our highest
temperature T = 1000 MeV the pressure is almost 20% below this limit.

– 15 –

Figure 11: The energy density normalized by T 4 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit εSB = 3pSB is indicated by an arrow.

Figure 12: The entropy density normalized by T 3 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit sSB = 4pSB/T is indicated by an arrow.

– 17 –

Figure 11: The energy density normalized by T 4 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit εSB = 3pSB is indicated by an arrow.

Figure 12: The entropy density normalized by T 3 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit sSB = 4pSB/T is indicated by an arrow.

– 17 –

 



T 4 = gEff
π 2

30

•Slow convergence to SB
•Transition is not sharp

Borsanyi et al.,arXiv:1007.2580
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Exploring the QCD phase diagram:
Has to be done dynamically
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Extreme states: the company we keep
4
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Figure 1. Temperature and pressure scales of extreme quantum matter. Ultracold
quantum gases are the coldest matter produced to date, while the QGP is the
hottest, together spanning about 19 orders of magnitude in temperature and
about 44 orders of magnitude in pressure. However, these systems exhibit
very similar hydrodynamic behavior, as characterized by the shear viscosity
to entropy density ratio shown in figure 2. We include two other well-known
quantum fluids, liquid helium and hot proto-neutron star matter, as well as a
classical fluid, water and a classical plasma, the Coulomb plasma in the sun.

characterized in terms of its shear viscosity ⌘, which governs dissipation due to internal friction.
A dimensionless measure of dissipative effects is the ratio ⌘/s of shear viscosity to entropy
density in units of h̄/kB. Near the critical point, where the role of correlations is expected to
be strongest, the ratio ⌘/s has a minimum. For classical fluids the minimum value is much
bigger than h̄/kB, but for strongly correlated quantum fluids ⌘/s is of order h̄/kB, indicating
that dissipation is governed by quantum effects. We observe, in particular, that ⌘/s for the QGP
and ultracold Fermi gases is quite similar, even though the absolute values of ⌘ and s differ by
many orders of magnitude9.

Remarkably, these values of ⌘/s lie near a lower bound, ⌘/s > h̄/(4⇡kB), which arises
in the study of 4 + 1 dimensional black holes in classical Einstein gravity. These gravitational
theories are conjectured to be dual to certain 3 + 1 dimensional quantum field theories; see
section 4. This lower bound is known to be non-universal; it can be violated in a more general
class of theories dual to a gravitational theory known as the Gauss–Bonnet gravity. Imposing

9 The theoretical curves, as well as the data for helium and water, correspond to systems in the thermodynamic
limit. The lattice data for the QGP and the ultracold Fermi gas have finite volume corrections that have not been
fully quantified. The experimental data point for the QGP is based on an analysis that assumes ⌘/s to be temperature
independent. The data points for the ultracold Fermi gas show the ratio of trap averages of ⌘ and s. The local value
of ⌘/s at the center of the trap is likely to be smaller than the ratio of the averages; see section 5.1.

New Journal of Physics 14 (2012) 115009 (http://www.njp.org/)

Adams, Carr, Schaefer, Steinberg, Thomas, NJPhys 2012

•The temperature scale spans 
19 order of magnitude
•The pressure scale spans 44 
orders of magnitude
•Strongly correlated quantum 
fluids; their hydrodynamic 
behavior is similar

5
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Figure 2. Transport properties of strongly correlated fluids. The ratio of shear
viscosity ⌘ to entropy density s as a function of (T � Tc)/Tc, where Tc is
the superfluid transition temperature in the case of ultracold Fermi gases, the
deconfinement temperature in the case of QCD and the critical temperature at
the endpoint of the liquid gas transition in the case of water and helium. The data
for water and helium are from [1], the ultracold Fermi gas data are from [2], the
QGP point (square) is taken from the analysis of [3], the lattice QCD data (open
squares) are from [4] and the lattice data for the ultracold Fermi gas (open circles)
are the 83 data from [5]. The dashed curves are theory curves from [6–9]. The
theories are scaled by overall factors to match the data near Tc. The lines labeled
‘holographic bounds’ correspond to the Kovtun, Son and Starinets (KSS) bound
h̄/(4⇡kB) [11] and the Gauss–Bonnet bound (16/25)h̄/(4⇡kB) [10]. Similar
compilations can be found in [11–13].

basic physical requirements such as causality and positivity leads to a slightly smaller bound10

⌘/s > (16/25)h̄/(4⇡kB). The main feature of the results obtained using holographic dualities
is that, at strong coupling, ⌘/s is both unusually small and relatively insensitive to the precise
strength of the interactions, as long as they are strong. This is in sharp contrast to the predictions
of kinetic theory for a weakly interacting gas. As a result, ⌘/s serves as a probe of the strength
of correlations in a quantum fluid.

We have chosen to focus on the fields of ultracold quantum gases and the QGP not only
for their range of energy and density scales, but also because of their broad intrinsic interest.
Ultracold fermions are connected to a wide variety of exotic, strongly interacting systems in
nature, ranging from high-temperature superconductors to nuclear matter. They are incredibly
flexible many-body systems that allow nearly arbitrary tuning of interactions, symmetries, spin
structure, effective mass and imposed lattice structures. The QGP, on the other hand, explores
a very different regime from other particle physics experiments: thousands of particles are

10 Whether this value represents a true lower bound, or whether more general classes of fluids with even smaller
values of ⌘/s can exist, is an active area of research; see section 4.3.

New Journal of Physics 14 (2012) 115009 (http://www.njp.org/)
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How to compress and heat nuclear matter: 
Relativistic nuclear collisions

Picture	  by	  S.	  BassInitial	  hard	  
collisions

Pre-‐
equilibrium

+
Thermaliza-‐

tion

QGP Hadronic	  
phase Free	  

streaming

pQCD
Parton	  picture

Relativistic	  	  
hydrodynamics Relativistic	  	  

hydrodynamics

CGC
Minijets

+
Boltzmann	  eq.
Out-‐of-‐Eq.	  QFT

Wednesday, 12 December, 12



Charles Gale
McGill

How to compress and heat nuclear matter: 
Relativistic nuclear collisions

Picture	  by	  S.	  BassInitial	  hard	  
collisions

Pre-‐
equilibrium

+
Thermaliza-‐

tion

QGP Hadronic	  
phase Free	  

streaming

pQCD
Parton	  picture

Relativistic	  	  
hydrodynamics Relativistic	  	  

hydrodynamics

CGC
Minijets

+
Boltzmann	  eq.
Out-‐of-‐Eq.	  QFT

(Animation: UrQMD)
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Electroweak 
phase 
transition

QCD phase transition

100,000 x Tcore sun

Non perturbative!
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Livingston plot

J. Schukraft, nucl-ex/0602014

• Bevalac (LBL) 
– fixed target 

(1975-1986) √s <2.4 
GeV

• SIS (GSI)
– fixed target (1989-) 

√s <2.7 GeV
• AGS (BNL)

– fixed target 
(1986-1998) √s <5 
GeV

• SPS (CERN)
– fixed target 

(1986-2003) √s <20 
GeV

• RHIC (BNL)
– collider (2000-) √s 

<200 GeV
• LHC (CERN)

– collider (2008-) √s 
<5500 GeV 
 

• FAIR (GSI)
– fixed target (2014-) 

√s <9 GeV
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• Particle physics: doubling time 
~every 4 years

• Heavy-Ion physics: doubling time ~ 
1.7 years
–Started in the 70’s at the Bevalac, 
with a few dozen scientists, 
mostly from the US, Germany, 
Japan

• Energy increase ~ 104 in 25 years, 
leading to LHC

• >2000 physicists worldwide 
Wednesday, 12 December, 12
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RHIC Specifications• 3.83 km circumference
• Two independent rings

– 120 bunches/ring
– 106 ns crossing time

• Capable of colliding 
~any nuclear species 
on 
~any other species

• Energy:
 200 GeV for Au-Au

(per N-N collision)
 500 GeV for p-p

• Luminosity

– Au-Au: 2 x 1026 cm-2 s-1

–    p-p  : 2 x 1032 cm-2 s-1 
(polarized) 

How to look back in the distant past:

Wednesday, 12 December, 12
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RHIC
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RHIC: new physics and many surprises!

• The (unreasonable?) success of hydrodynamics
– Matter flows like a liquid
– Specific viscosity is very low (almost 0)

• A connection with other strongly coupled systems:
» Cold fermionic atoms
» String theory (!) 

– System is strongly coupled
• Matter is surprisingly opaque

– Jets are quenched by the strongly interacting 
system

• Electromagnetic signals
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Relativistic hydrodynamics works!
…Relativistic hydrodynamics?!?

(ideal hydro)

In a frame where the fluid is locally at rest:

Conservation of energy & momentum:
4 equations, 5 unknowns:

EoS: P=f (T, n) Where our knowledge of QCD enters

Wednesday, 12 December, 12
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A surprise from RHIC:
Matter flows like a liquid!

x

y
z
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A surprise from RHIC:
Matter flows like a liquid!

Positive v2 = in plane emission
Negative v2 = out of plane emission

dN
pTdpTdφ

= dN
pTdpTdφ

1+ 2
n
∑ vn cosn φ −ψ n( )⎡

⎣⎢
⎤
⎦⎥

n = 2 n = 3 n = 4 n = 5 n = 6

Wednesday, 12 December, 12



Charles Gale
McGill

Hydro performance

• Address all data in the 
soft sector with one 
consistent approach

• Needs a rapid 
thermalization

MUSIC

Schenke, Jeon, Gale PRC 2010
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FIG. 1. (Color online) pT spectra for π−, K−, and p̄ at central
collisions using different equations of state (thin lines: AuAu-
1 (EOS-Q), thick lines: AuAu-3 (EOS-L)) compared to 0-5%
central PHENIX data [95]. The used impact parameter was
b = 2.4 fm.

∼ 2GeV using Eq. (48) and then perform resonance de-
cays using routines from azhydro [21, 85, 92, 93] that we
generalized to three dimensions. Unless indicated other-
wise, all shown results include the resonance feed-down.
Typically, the used time step size is ∆τ ≈ 0.01 fm/c, and
the spatial grid spacings are ∆x = ∆y = 0.08 fm, and
∆ηs = 0.3. This is significantly finer than in previous
3+1D simulations: [94] for example uses ∆τ = 0.3 fm/c,
∆x = ∆y = 0.3 fm, and ∆ηs = 0.3. The possibility
to use such fine lattices is an improvement because it is
mandatory when computing higher harmonics like v4 as
demonstrated below. Another advantage of using large
lattices is that in the KT scheme the numerical viscos-
ity decreases with increasingly fine lattices (see Appendix
A). The spatial extend of the lattice used in the follow-
ing calcualtions is 20 fm in the x and y direction, and 20
units of rapidity in the ηs direction.

A. Particle spectra

In Fig. 1 we present the transverse momentum spec-
tra for identified particles in Au+Au collisions at

√
s =

200GeV compared to data from PHENIX [95]. The used
parameters are indicated in Table I. They were obtained
by fitting the data at most central collisions.
We reproduce both pion and kaon spectra well. The

model assumption of chemical equilibrium to very low
temperatures leads to an underestimation of the anti-
proton spectrum. The overall shape is however well re-
produced, even more so with the EOS-L that leads to
flatter spectra [86].
One way to improve the normalization of the proton

and anti-proton spectra (as well as those of multistrange
baryons) is to employ the partial chemical equilibrium

 0
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FIG. 2. (Color online) Centrality dependence of pseudorapid-
ity distribution compared to PHOBOS data [97]. From top to
bottom, the used average impact parameters are b = 2.4 fm,
b = 4.83 fm, b = 6.7, fm, and b = 8.22 fm.

model (PCE) [32, 85, 96], which introduces a chemi-
cal potential below a hadron species dependent chemical
freeze-out temperature. Note that the initial time was
set to τ0 = 0.4 fm/c when using the EOS-L to match the
data. The quoted parameter sets fit the data very well,
however, they do not necessarily represent the only way
to reproduce the data and a more detailed anaylsis of
the whole parameter space may find other parameters to
work just as well.
Next, we show the pseudorapidity distribution of

charged particles at different centralities compared to
PHOBOS data [97] in Fig. 2. The only parameter that
changes in going to larger centrality classes is the im-
pact parameter. Experimental data is well reproduced
also for semi-central collisions, showing that the results
mostly depend on the collision geometry. The used im-
pact parameters, b = 2.4 fm, b = 4.83 fm, b = 6.7, fm,
and b = 8.22 fm, were obtained using the optical Glauber
model and correspond to the centrality classes used by
PHOBOS. We show the centrality dependence of the
transverse momentum spectrum of π− in Fig. 3. Devi-
ations occur for more peripheral collisions because the
soft collective physics described by hydrodynamics be-
comes less important compared to jet physics in peri-
pheral events. However, we find smaller deviations than
e.g. [47].

Finally we present results for the average transverse
momentum of pions and kaons as a function of pseudo-
rapidity in central collisions. We compare with 0 − 5%
central data by BRAHMS [98] and find good agreement
for kaons, but slightly larger values for pions. This could
be expected because the calculated pT spectra are slightly
harder than the experimental data, especially when using
the EOS-L (see Fig. 1).
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FIG. 1. (Color online) pT spectra for π−, K−, and p̄ at central
collisions using different equations of state (thin lines: AuAu-
1 (EOS-Q), thick lines: AuAu-3 (EOS-L)) compared to 0-5%
central PHENIX data [95]. The used impact parameter was
b = 2.4 fm.

∼ 2GeV using Eq. (48) and then perform resonance de-
cays using routines from azhydro [21, 85, 92, 93] that we
generalized to three dimensions. Unless indicated other-
wise, all shown results include the resonance feed-down.
Typically, the used time step size is ∆τ ≈ 0.01 fm/c, and
the spatial grid spacings are ∆x = ∆y = 0.08 fm, and
∆ηs = 0.3. This is significantly finer than in previous
3+1D simulations: [94] for example uses ∆τ = 0.3 fm/c,
∆x = ∆y = 0.3 fm, and ∆ηs = 0.3. The possibility
to use such fine lattices is an improvement because it is
mandatory when computing higher harmonics like v4 as
demonstrated below. Another advantage of using large
lattices is that in the KT scheme the numerical viscos-
ity decreases with increasingly fine lattices (see Appendix
A). The spatial extend of the lattice used in the follow-
ing calcualtions is 20 fm in the x and y direction, and 20
units of rapidity in the ηs direction.

A. Particle spectra

In Fig. 1 we present the transverse momentum spec-
tra for identified particles in Au+Au collisions at

√
s =

200GeV compared to data from PHENIX [95]. The used
parameters are indicated in Table I. They were obtained
by fitting the data at most central collisions.
We reproduce both pion and kaon spectra well. The

model assumption of chemical equilibrium to very low
temperatures leads to an underestimation of the anti-
proton spectrum. The overall shape is however well re-
produced, even more so with the EOS-L that leads to
flatter spectra [86].
One way to improve the normalization of the proton

and anti-proton spectra (as well as those of multistrange
baryons) is to employ the partial chemical equilibrium
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FIG. 2. (Color online) Centrality dependence of pseudorapid-
ity distribution compared to PHOBOS data [97]. From top to
bottom, the used average impact parameters are b = 2.4 fm,
b = 4.83 fm, b = 6.7, fm, and b = 8.22 fm.

model (PCE) [32, 85, 96], which introduces a chemi-
cal potential below a hadron species dependent chemical
freeze-out temperature. Note that the initial time was
set to τ0 = 0.4 fm/c when using the EOS-L to match the
data. The quoted parameter sets fit the data very well,
however, they do not necessarily represent the only way
to reproduce the data and a more detailed anaylsis of
the whole parameter space may find other parameters to
work just as well.
Next, we show the pseudorapidity distribution of

charged particles at different centralities compared to
PHOBOS data [97] in Fig. 2. The only parameter that
changes in going to larger centrality classes is the im-
pact parameter. Experimental data is well reproduced
also for semi-central collisions, showing that the results
mostly depend on the collision geometry. The used im-
pact parameters, b = 2.4 fm, b = 4.83 fm, b = 6.7, fm,
and b = 8.22 fm, were obtained using the optical Glauber
model and correspond to the centrality classes used by
PHOBOS. We show the centrality dependence of the
transverse momentum spectrum of π− in Fig. 3. Devi-
ations occur for more peripheral collisions because the
soft collective physics described by hydrodynamics be-
comes less important compared to jet physics in peri-
pheral events. However, we find smaller deviations than
e.g. [47].

Finally we present results for the average transverse
momentum of pions and kaons as a function of pseudo-
rapidity in central collisions. We compare with 0 − 5%
central data by BRAHMS [98] and find good agreement
for kaons, but slightly larger values for pions. This could
be expected because the calculated pT spectra are slightly
harder than the experimental data, especially when using
the EOS-L (see Fig. 1).
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Hydro calculations moving closer and closer to 
genuine ab-initio, 3+1D, with finite shear viscosity ! 

Lumpy initial 
states Au + Au 
@RHIC

Viscosity, A clear effect:

 T
µν = ( + P)uµuν − Pgµν +Πµν

(Animations: 
B. Schenke)
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How do we know the nature of the initial state?
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Schenke, Jeon, Gale, PRL (2011)

Flow results from e-b-e viscous MUSIC
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Closing in on the initial state
3

where ta are the generators of SU(Nc) in the fundamental
representation (The cell index j is omitted here). The
N2

c −1 equations (4) are highly non-linear and for Nc = 3
are solved iteratively.
The total energy density on the lattice at τ = 0 is given

by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [32, 34].
We note that the boost-invariant CYM framework ne-
glects fluctuations in the rapidity direction. Anisotropic
flow at mid-rapdity is dominated by fluctuations in the
transverse plane but fluctuations in rapidity could have
an effect on the dissipative evolution; the framework to
describe these effects has been developed [35] and will
be addressed in future work. Other rapidity dependent
initial conditions are discussed in Ref. [36].
In Fig. 1 we show the event-by-event fluctuation in

the initial energy per unit rapidity. The mean was ad-
justed to reproduce particle multiplicities after hydro-
dynamic evolution. This and all following results are for
Au+Au collisions at RHIC energies (

√
s = 200AGeV) at

midrapidity. The best fit is given by a negative binomial
(NBD) distribution, as predicted in the Glasma flux tube
framework [37]; our result adds further confirmation to a
previous non-perturbative study [38]. The fact that the
Glasma NBD distribution fits p+p multiplicity distribu-
tions over RHIC and LHC energies [24] lends confidence
that our picture includes fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. 2. We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 8]. In the latter, for ev-
ery participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particular,
fluctuations in the IP-Glasma occur on the length-scale
Q−1

s (x⊥), leading to finer structures in the initial energy
density relative to the other models. As noted in [25],
this feature of CGC physics is missing in the MC-KLN
model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[39], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2
〈rn〉

, (6)

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [8] models.

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing well with the MC-Glauber model using binary
collision scaling (Nbinary). We note however that this
agreement is accidental; binary collision scaling of eccen-
tricities, as shown explicitly in a previous work applying
average CYM initial conditions [40], does not imply bi-
nary collision scaling of multiplicities.
The triangularities are very similar, with the MC-KLN

result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.
We have checked that our results for ε2, ε3 are insensi-
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FIG. 4. (Color online) Root-mean-square anisotropic flow co-
efficients 〈v2n〉

1/2, computed as a function of centrality, com-
pared to experimental data of vn{2}, n ∈ {2, 3, 4}, by the
ALICE collaboration [3] (points). Results are for 200 events
per centrality with bands indicating statistical errors.
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FIG. 5. (Color online) Comparison of vn(pT ) using two dif-
ferent switching times τswitch = 0.2 fm/c (wide), and 0.4 fm/c
(narrow). Experimental data by the ATLAS collaboration us-
ing the event-plane (EP) method [4] (points). Bands indicate
statistical errors.

The effect of changing the switching time from
τswitch = 0.2 fm/c to τswitch = 0.4 fm/c is shown in Fig. 5.
Results agree within statistical errors, but tend to be
slightly lower for the later switching time. The nonlinear
interactions of classical fields become weaker as the sys-
tem expands and therefore Yang-Mills dynamics is less
effective than hydrodynamics in building up flow at late
times. Yet it is reassuring that there is a window in time
where both descriptions produce equivalent results.

Because a constant η/s is at best a rough effective
measure of the evolving shear viscosity to entropy den-
sity ratio, we present results for a parametrized temper-
ature dependent η/s, following [33]. We use the same
parametrization (HH-HQ) as in [33, 34] with a minimum
of η/s(T ) = 0.08 at T = Ttr = 180MeV. The result,
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FIG. 6. (Color online) Comparison of vn(pT ) using con-
stant η/s = 0.2 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the ATLAS col-
laboration using the event-plane (EP) method [4] (points).
Bands indicate statistical errors.

compared to η/s = 0.2 is shown for 20− 30% central col-
lisions in Fig. 6. The results are indistinguishable when
studying just one collision energy. The insensitivity of
our results to two very different functional forms may
suggest that a very large fraction of the magnitude of
the flow coefficients is built up at later times when η/s
is very small. Also, since second order viscous hydrody-
namics breaks down when Πµν is comparable to the ideal
terms, our framework may be inadequate for large values
of η/s.

At top RHIC energy, as shown in Fig. 7, the experi-
mental data from STAR [35] and PHENIX [1] is well de-
scribed when using a constant η/s = 0.12, which is about
40% smaller than the value at LHC. A larger effective η/s
at LHC than at RHIC was also found in [36]. The tem-
perature dependent η/s(T ) used to describe LHC data
works well for low-pT RHIC data, but underestimates
v2(pT ) and v3(pT ) for pT > 1GeV. The parametrizations
of η/s(T ) in the literature are not definitive and signif-
icant improvements are necessary. Our studies suggest
great potential for extracting the temperature dependent
properties of QCD transport coefficients by performing
complementary experiments extracting flow harmonics at
both RHIC and LHC.

In Fig. 8 we present results for v1(pT ) compared to ex-
perimental data from ALICE [37], extracted in [39], and
from ATLAS [38]. v1(pT ) cannot be positive definite be-
cause momentum conservation requires 〈v1(pT )pT 〉 = 0.
There is a disagreement between the experimental results
(discussed in [38]) and between theory and experiment at
LHC. On the other hand, v1(pT ) at RHIC is very well re-
produced (see Fig. 7). One possible explanation for the
data crossing v1(pT ) = 0 at a lower pT than the calcu-
lation at LHC could be the underestimation of the pion
pT -spectra at very low pT – see Fig. 2. However, this is
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FIG. 7. (Color online) Comparison of vn(pT ) at RHIC using
constant η/s = 0.12 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the PHENIX [1]
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that
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not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that
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The plasma is liquid-like, rather than 
gas-like…

…and RHIC can measure the viscosity!
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The role played by electromagnetic radiation

• Penetrating probes: negligible final state 
effects (   )

• Real and virtual photons are complementary
• Thermal photon emission is from hotter 

zones of the colliding system
• Emitted throughout the collision history
• Low emission rates
• Procedure: Calculate thermal emission rates 

& use hydrodynamics to model the 
evolution. Integrate rates over whole history

α
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Sources of photons 
in a relativistic nuclear collision:

Hard direct photons. pQCD with shadowing
Non-thermal

Fragmentation photons. pQCD with shadowing
Non-thermal

Thermal photons
Thermal

 Jet in-medium bremsstrahlung
Thermal

 Jet-plasma photons 
Thermal

30
Pre-equilibrium?
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APPLYING THIS TO INTERPRET PHOTONS MEASURED @ RHIC: 
RATES ARE INTEGRATED USING RELATIVISTIC HYDRODYNAMIC 

MODELING

¢ At low pT, spectrum 
dominated by thermal 
components (HG, QGP)

¢ At high pT, spectrum 
dominated by pQCD

¢ Window for jet-QPG 
contributions at mid-pT

31
Turbide, Gale, Frodermann, Heinz, PRC (2008);
Higher pT: G. Qin et al., PRC (2009)
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ONE OF THE USES OF PHOTONS: CHARACTERIZING THE HOT MATTER 
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ! 7% (! 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ! 7% (! 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)

D’Enteria & Peressounko, Eur. Phys. J. (2006)

Tini = 300 to 600 MeV 
  �0 = 0.15 to 0.5 fm/c  
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¢ 500 MeV = 5.8 x 1012 °K - Hotter than the sun 
(~15-20 x 106 °K)
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RECENTLY CALCULATED EFFECTS: (1) SHEAR VISCOSITY ON 
THE NET THERMAL PHOTON YIELD

¢ Viscous corrections make 
the spectrum harder, 
≈100% at pT = 4 GeV.

¢ Increase in the slope of 
≈15% at pT = 2 GeV.

¢ Extracting the viscosity 
from the photon spectra 
will be challenging

¢ Once pQCD photons are 
included: a few % effect 
from viscosity

¢ More work is still needed 
to properly include all 
photon sources in a 
consistent way
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FIG. 7. (Color online) The net thermal photon yield, from QGP and HG sources. The ideal spectrum (i.e. using an ideal
hydrodynamics background), and the viscous spectrum (using a viscous hydrodynamics background and corrected microscopic
distribution functions) are shown as a solid and dotted line, respectively.
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FIG. 8. (Color online) Left panel: The thermal photon elliptic flow, considering only the photons originating from the QGP. As
in previous figures, the results of using ideal hydrodynamics (solid line), viscous hydrodynamics with equilibrium rates (dotted
line), and viscous hydrodynamics with �f corrections (dash-dotted line) are shown separately. Right panel: The thermal photon
elliptic flow, considering only the photons originating from the HG. The lines have the same meaning as those in the left panel.

v

2

is shown in the right panel of Figure 8 and there, all viscous corrections make the elliptic flow smaller, unlike the
case for the QGP. This is again a reflection of the richness of the dynamics contained in the time-dependence of ⇡µ⌫ .
Further note that the small structure at low momenta signals a crossover between two di↵erent hadronic channels
[40]. The net photon v

2

is then calculated and shown in Figure 9. Importantly, the total v
2

is a weighted average of
the individual (QGP, and HG) coe�cients, the weight being the value of the appropriate single-photon distribution.
Hence, in the computation of the final v

2

, the small QGP v

2

will get multiplied by a large emission rate, whereas
the smaller emission rate of the HG phase gets partially compensated by the larger flows. Both phases therefore
contribute to the final profiles shown in Figure 9.

D. Fluctuating initial conditions (FIC)

The recent years have witnessed a paradigm-shift in the analysis of heavy ion collision data. Up until recently,
smooth initial state distributions were mostly used in hydrodynamics analyses of relativistic nuclear collisions. These,
together with conservation laws, imply that odd-numbered expansion coe�cients in Eq. (1) vanish identically. As
discussed in the Introduction, this situation has changed with the work of Ref. [15] linking odd-numbered flow
harmonics to initial state fluctuations. The hydrodynamic simulation music with viscous corrections has recently
been modified to include FICs [8]. This has been used to make a prediction for size and momentum dependence of
the hadronic v

3

at RHIC. This prediction has been recently confirmed [41]. Here we seek to assess the importance of

fH → fH +δ fH
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RECENTLY CALCULATED EFFECTS: (2) FIC ON THE 
THERMAL PHOTON SPECTRUM

¢ FIC produces 
higher initial T (hot 
spots), and higher 
initial gradients

¢ FIC conditions are 
demanded by 
hadronic data (vodd)

¢ These lead to a 
harder spectrum, as 
for hadrons
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FIG. 1: (Color online) Energy density distribution in the transverse plane for one event with b = 2.4 fm at the initial time
(left), and after τ = 6 fm/c for the ideal case (middle) and with η/s = 0.16 (right).

In this study, we found that setting the local viscosity
to zero when finite viscosity causes negative pressure in
the cell as advocated in [25] and reducing the ideal part
by 5% works well to stabilize the calculations without
introducing spurious effects.
While in standard hydrodynamic simulations with av-

eraged initial conditions all odd flow coefficients vanish
by definition, fluctuations generate triangular flow v3 as
a response to the finite initial triangularity.
We follow [15] and define an event plane through the

angle

ψn =
1

n
arctan

〈pT sin(nφ)〉
〈pT cos(nφ)〉

, (9)

where the weight pT is chosen for best accuracy [26].
Then, the flow coefficients can be computed using

vn = 〈cos(n(φ− ψn))〉 . (10)

The initialization of the energy density is done using
a Glauber Monte-Carlo model (see [27]): Before the col-
lision the density distribution of the two nuclei is de-
scribed by a Woods-Saxon parametrization, which we
sample to determine the positions of individual nucleons.
The impact parameter is sampled from the distribution
P (b)db = 2bdb/(b2max−b2min), where bmin and bmax depend
on the given centrality class. Then we determine the dis-
tribution of binary collisions and wounded nucleons. Two
nucleons are assumed to collide if their relative transverse
distance is less than D =

√

σNN/π, where σNN is the in-
elastic nucleon-nucleon cross-section, which at top RHIC
energy of

√
s = 200AGeV is σNN = 42mb. The energy

density is distributed proportionally to the wounded nu-
cleon distribution. For every wounded nucleon we add a
contribution to the energy density with Gaussian shape
(in x and y) and width σ0 = 0.4 fm. In the rapidity
direction, we assume the energy density to be constant
on a central plateau and fall like half-Gaussians at large
|ηs| (see [16]). This procedure generates flux-tube like
structures compatible with measured long-range rapidity
correlations [28–30]. The absolute normalization is deter-
mined by demanding that the obtained total multiplicity
distribution reproduces the experimental data.

As equation of state we employ the parametrization
“s95p-v1” from [31], obtained from interpolating between
lattice data and a hadron resonance gas.
In Fig. 1 we show the energy density distribution in

the transverse plane for an event with impact parameter
b = 2.4 fm at the initial time τ0 = 0.4 fm/c and at time
τ = 6 fm/c for η/s = 0 and η/s = 0.16. This clearly
shows the effect of dissipation.
We perform a Cooper-Frye freeze-out using

E
dN

d3p
=

dN

dypTdpTdφp
= gi

∫

Σ

f(uµpµ)p
µd3Σµ , (11)

where gi is the degeneracy of particle species i, and Σ
the freeze-out hyper-surface. In the ideal case the distri-
bution function is given by

f(uµpµ) = f0(u
µpµ) =

1

(2π)3
1

exp((uµpµ − µi)/TFO)± 1
,

(12)
where µi is the chemical potential for particle species
i and TFO is the freeze-out temperature. In the finite
viscosity case we include viscous corrections to the dis-
tribution function, f = f0 + δf , with

δf = f0(1 ± f0)p
αpβWαβ

1

2(ε+ P)T 2
, (13)

where W is the viscous correction introduced in Eq. (5).
Note that the choice δf ∼ p2 is not unique [32].
The algorithm used to determine the freeze-out surface

Σ has been presented in [16]. It is very efficient in de-
termining the freeze-out surface of a system with fluctu-
ating initial conditions. To demonstrate this, we present
the freeze-out surface in the x-τ -plane in the vicinity of
y = 0 fm and ηs = 0 for two different initial distribu-
tions compared to that for an averaged initial condition
in Fig. 2. The arrows are projections of the normal vector
on the hyper-surface element onto the x-τ plane.
We include resonances up to the φ-meson. We found

that the pseudorapidity dependence of both v2 and v3 is
affected notably by the inclusion of resonance decays, im-
proving the agreement of v2(ηp) with data significantly.
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BEYOND SIMPLE SPECTRA: FLOW AND CORRELATIONS 

• Soft photons will go with the flow
• Jet-plasma photons: a negative v2

• Details will matter: flow, T(t). . .

Turbide, Gale, Fries PRL (2006)
Low pT: Chatterjee et al., PRL (2006)
All pT: Turbide et al., PRC (2008) 
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FIG. 5: (Color online) Nuclear modification factor of direct photon in central Au+Au collisions at RHIC in 2D+1 hydro, with
a scale Q = pT /

√

2 in the prompt contribution. Left panel: effect of shadowing and isospin on the prompt contribution without
medium effects. Righ panel: the effect of QGP and the scale is studied. The effect of a scale Q = pT is shown by the double
dash-dotted line, while the effect of removing all photons produced from jet-medium interactions is shown by the dashed line.
The result obtained without isospin effects is shown by the dot-dashed line. Data points are from PHENIX [29].

curve shows the nuclear modification factor evaluated with all sources described in this paper, together with the
relativistic hydrodynamics evolution. Recall that the relativistic hydrodynamics modeling is constrained by a set of
soft hadronic data [11]. The larger visible effect on the nuclear modification factor appears when jet-plasma photons
are neglected (dashed line), causing a 30% reduction at pT = 8 GeV. The jets are however allowed to loose energy
before fragmentation (like all cases in this panel). Because of the large errors, the data does not currently permit
to choose between the cases where the jet-plasma photons are present or absent. However, it is important to realize
that Rγ

AA < 1 at higher values of pT , is a direct consequences of the fragmentation photons being affected by the
energy loss of the fragmenting jet, as well as isospin effect in the nucleus-pdf. Should this trend, apparent in Figure
5, be confirmed experimentally, a quantitative link would exist between the high momentum nuclear modification
factor of photons, and that of strongly interacting particles also born out of jet fragmentation. It is important for the
same approach to reproduce both observables. Also, the large values of Rγ

AA observed at pT < 6GeV/c (right panel
of Fig. 5) are directly attributable to thermally-induced channels, in our approach. Our calculated results appear
to overestimate the central values of the measured quantities (note however that the denominator of Rγ

AA is slightly
underestimated at low pT by pQCD: correcting this will make our result correspondingly smaller), but smaller error
bars would go a long in quantifying the medium-related processes.
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FIG. 6: (Color online) Azimuthal anisotropy of direct photons in 20-40% central collisions at RHIC, within a 2D+1 hydro
model. Dashed line : jet-plasma contributions; dot-dashed line: jet-fragmentation contribution; double dot-dashed line: thermal
radiation of QGP; solid line: sum of QGP, prompt and hadronic gas contributions. The data are from Ref. [31].

We turn now to calculations and measurements of photon azimuthal anisotropy. This was discussed for low pT

photons in Ref. [28], and for high pT photons in Ref. [5]; both regions are treated here. Using Eq. (25), vγ
2 (for real
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THEORY: NET THERMAL PHOTON V2

¢ FICs enhance v2 in this 
centrality class (0-20%), as 
for hadrons

¢ Viscous effects decrease v2

¢ Net v2 is comparable in 
size to that with ideal 
medium

¢ There is new RHIC data 
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FIG. 11. (Color online) The thermal photon v2, showing the e↵ect of FICs. The left panel shows the contribution from the
QGP, and the right panel that of the HG. Note that the curve labeled “FIC” also includes all viscous corrections (time evolution
and �f).
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FIG. 12. (Color online) The net thermal photon yield (left panel) and v2 (right panel), showing the e↵ect of FICs. Note that
the curve labeled “FIC” also includes all viscous corrections (time evolution and �f).

V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
v

2

from measured data [46]. Interestingly, this analysis concludes that the direct photon elliptic flow is comparable
in magnitude to that of the ⇡

0. This large photon elliptic flow is a challenge to most approaches, but may contain

Net v2
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RHIC PHOTON V2 DATA

¢ New data is higher than calculation, even with e-b-e 
initial state fluctuations, and ideal hydro

¢ Size comparable with HG v2 38
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SOME FACTS AND SOME LEADS

¢ FICs are here to stay. The meaning of “initial temperature” 
is altered.

¢ Need to explore hydro initialization and parameters. This 
requires consistency with the hadronic data.

¢ Making the QGP signal larger will decrease the v2. 
Including the T=0 photons, will decrease v2.

¢ Non-zero initial shear tensor? Primordial flow?
¢ Some ideas from the pre-equilibrium era of the evolution

39
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WHAT ABOUT DILEPTONS?
THERMAL DILEPTON SPECTRUM, AND ELLIPTIC FLOW

¢ Additional degree of freedom: M and pT may be varied 
independently

¢ Same strategy: calculates rates, use hydro

40
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DILEPTONS, THE STORY AS OF A FEW MONTHS AGO

41
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FIGURE 5. Left panel: theoretical calculations of thermal dielectron spectra in Au-Au collisions at
RHIC using in-medium [8] (upper solid line) or vacuum (dash-dotted line) vector-meson spectral func-
tions, added to QGP radiation and the cocktail of hadronic decays after thermal freezeout (including
correlated charm decays) [24], and compared to PHENIX data [23]. Right panel: studies of QGP emis-
sion [25] including an improved photon limit with EM spectral functions fitted to recent lattice-QCD
computations [26] (middle solid lines) and variations in the equation of state (dashed line).

compared to SPS (T0 ! Tc). However, in the low-mass region, the thermal dilepton yield
is not very sensitive to the Boltzmann factor, but rather to the 4-volume of emission.
The latter is much smaller in the QGP than in the hadronic phase, and this is the
ultimate reason that QGP emission cannot compete with thermal hadronic emission at
masses around 0.3 GeV. This is illustrated in the right panel of Fig. 5, where several
attempts have been made to augment the QGP contribution. None of these reaches
the size of the hadronic yield [25]. Thus, one is led to conclude that the origin of the
PHENIX enhancement must be a “cool”, long-lived hadronic source with little flow
(as dictated by the small slope of the corresponding qt spectrum, Tslope ! 100 MeV).
Together with further theoretical analysis, the upcoming PHENIX data for low-mass
dileptons, which have been a priority of the recent RHIC run-10, will hopefully shed
light on this “anomalous” excess.

Interesting results for dielectron spectra are also obtained at low energies, Elab = 1-
2 AGeV [27]. For light-ion projectiles (e.g., 12C), the dominant role seems to be played
by elementary processes, i.e., primordial N-N Bremsstrahlung and final-state Dalitz
decays of η , Δ(1232), etc. Heavier projectile-target configurations are hoped to reveal
the long-awaited results on vector-meson modifications in a low-T high-ρB medium.

THEORETICAL INTERPRETATION

Let us put the above findings into a broader perspective. Resonance melting in the
medium is a general phenomenon. It is visible in cold nuclei, where photo-absorption
spectra exhibit the disappearance of the second and third resonance region (recall left
panel of Fig. 2; the Δ(1232) width is “protected” by Pauli blocking in the πN final
state). Even the JLab data on the FN2 structure function on the deuteron indicate a

van Hees, Rapp (2010) Dusling, Zahed (2009)

Bratkovskaya, Cassing, Linnyk 
(2012)

PUZZL
E!
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•Additional degree of freedom (M) 
provides flexibility
•By tuning M, open window on 
different aspects
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THERMAL DILEPTON V2 WITH VISCOUS EFFECTS

42
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DILEPTONS, SOME RECENT RESULTS

43

J. Zhao Hard Probe 2012,  Cagliari 11 

~ 150M Au+Au Central (0-10%) 

  Clearer LMR enhancement in 
central collisions compared to 
minbias collisions  

  - ρ contribution not included in 
the cocktail  

  - charm = PYTHIA*Nbin (0.96mb) 
overpredicts the data at IMR 
    indicating charm modifications 
in central Au +Au collisions 

Di-electron production in Au + Au collisions 

๏ High mass region and v2, sensitive to 
heavy quark energy loss in the plasma

๏ Same ingredients used for 
interpretation of NA60 data

๏ STAR & PHENIX: differences
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THE CONTINUING SAGA: THE LHC

¢ p+p @ √s=7(14) TeV
¢ Au+Au@√s=2.76(5.5)TeV

44

CMS

LHCb

ATLAS

ALICE
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√S=2.76 TEV !!!
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√S=2.76 TEV !!!
¢ . . . 

¢ m≈2 mg, v≈2 km/h

¢ Ek=3 x 10-7 J = 1.9 TeV

¢ An LHC collision = same as the kinetic 
energy of a flying moskito (in a volume ∼ 
10-13 smaller!)

45
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THE LHC AS A THERMOMETER
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Daniel.Lohner@cern.ch Nov 26, 2012

ALICE Direct Photon Spectrum
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* Tc ≈ 170 MeV M. Cheng et al. arXiv:hep-lat/0608013

 

Spectrum consistent 
with NLO (pQCD) 
above 4 GeV/c

Excess at low pT 
described by 
exponential fit with 
inverse slope 
parameter TEff ≈ 300 
MeV

TEff > Tc* ⇒ dominant 

contribution from 
QGP phase?

•Interpreting as a 
thermal source: 
Teff = 300 MeV

•Recall that, at RHIC, 
Teff = 220 MeV
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Spectrum consistent 
with NLO (pQCD) 
above 4 GeV/c

Excess at low pT 
described by 
exponential fit with 
inverse slope 
parameter TEff ≈ 300 
MeV

TEff > Tc* ⇒ dominant 

contribution from 
QGP phase?

•Interpreting as a 
thermal source: 
Teff = 300 MeV

•Recall that, at RHIC, 
Teff = 220 MeV

Now 38% hotter!

Wednesday, 12 December, 12



Charles Gale

THE LHC AS A VISCOMETER
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FIG. 1. (Color online) Gluon multiplicity distribution in the
IP-Glasma model.
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FIG. 2. (Color online) Identified particle transverse momen-
tum spectra including all resonances up to 2GeV compared
to experimental data from the ALICE collaboration [31].

ion experiments [29]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, begin-
ning with integrating from the right. As a consequence
of implementing this centrality selection, we properly ac-
count for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization
of the initial energy density commensurately to describe
the final particle spectra [30]. The obtained pT -spectra
of pions, kaons, and protons are shown for 0-5% central
collisions at

√
s = 2.76TeV/nucleon, using η/s = 0.2,

in Fig. 2, and compared to data from ALICE [31]. The
results are for averages over only 20 events in this case,
but statistical errors are smaller than the line width for
the spectra. Overall, the agreement with experimental
data is good. However, soft pions at pT < 300MeV are
underestimated.

We determine v1 to v5 in every event by first deter-
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FIG. 3. (Color online) Root-mean-square anisotropic flow co-
efficients 〈v2n〉

1/2 as a function of transverse momentum, com-
pared to experimental data by the ATLAS collaboration using
the event plane (EP) method [4] (points). 200 events. Bands
indicate statistical errors. Experimental error bars are smaller
than the size of the points.

mining the exact event plane [32]

ψn =
1

n
arctan

〈sin(nφ)〉
〈cos(nφ)〉

, (1)

and then computing

vn(pT ) = 〈cos(n(φ − ψn))〉

≡
∫
dφf(p⊥,φ) cos(n(φ− ψn))∫

dφf(p⊥,φ)
, (2)

where f(p⊥,φ) are the thermal distribution functions ob-
tained in the Cooper-Frye approach (with additional con-
tributions from resonance decays).
We first present the root-mean-square (rms) vn(pT ) for

10− 20% central collisions and compare to experimental
data from the ATLAS collaboration [4] in Fig. 3. Agree-
ment for v2-v5 is excellent. We note that the vn from
the experimental event plane method do not exactly cor-
respond to the rms values, but lie somewhere between
the mean and the rms values. In this regard, a better
comparison is the pT -integrated rms vn to the ALICE
vn{2} results–which correspond to the rms values. Ex-
cellent agreement over the whole studied centrality range
is achieved for the experimentally available v2, v3 and v4,
as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vn(pT ) with uµ set
to zero at time τswitch. The effect on hadron anisotropic
flow turns out to be extremely weak - results agree within
statistical errors. Because photons are produced early
on in the collision, we expect a greater effect on photon
anisotropic flow; this will be examined in a subsequent
work. We emphasize that pre-equilibrium dynamics that
is not fully accounted for may still influence the amount
of initial transverse flow.
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FIG. 4. (Color online) Root-mean-square anisotropic flow co-
efficients 〈v2n〉

1/2, computed as a function of centrality, com-
pared to experimental data of vn{2}, n ∈ {2, 3, 4}, by the
ALICE collaboration [3] (points). Results are for 200 events
per centrality with bands indicating statistical errors.
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FIG. 5. (Color online) Comparison of vn(pT ) using two dif-
ferent switching times τswitch = 0.2 fm/c (wide), and 0.4 fm/c
(narrow). Experimental data by the ATLAS collaboration us-
ing the event-plane (EP) method [4] (points). Bands indicate
statistical errors.

The effect of changing the switching time from
τswitch = 0.2 fm/c to τswitch = 0.4 fm/c is shown in Fig. 5.
Results agree within statistical errors, but tend to be
slightly lower for the later switching time. The nonlinear
interactions of classical fields become weaker as the sys-
tem expands and therefore Yang-Mills dynamics is less
effective than hydrodynamics in building up flow at late
times. Yet it is reassuring that there is a window in time
where both descriptions produce equivalent results.

Because a constant η/s is at best a rough effective
measure of the evolving shear viscosity to entropy den-
sity ratio, we present results for a parametrized temper-
ature dependent η/s, following [33]. We use the same
parametrization (HH-HQ) as in [33, 34] with a minimum
of η/s(T ) = 0.08 at T = Ttr = 180MeV. The result,
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FIG. 6. (Color online) Comparison of vn(pT ) using con-
stant η/s = 0.2 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the ATLAS col-
laboration using the event-plane (EP) method [4] (points).
Bands indicate statistical errors.

compared to η/s = 0.2 is shown for 20− 30% central col-
lisions in Fig. 6. The results are indistinguishable when
studying just one collision energy. The insensitivity of
our results to two very different functional forms may
suggest that a very large fraction of the magnitude of
the flow coefficients is built up at later times when η/s
is very small. Also, since second order viscous hydrody-
namics breaks down when Πµν is comparable to the ideal
terms, our framework may be inadequate for large values
of η/s.

At top RHIC energy, as shown in Fig. 7, the experi-
mental data from STAR [35] and PHENIX [1] is well de-
scribed when using a constant η/s = 0.12, which is about
40% smaller than the value at LHC. A larger effective η/s
at LHC than at RHIC was also found in [36]. The tem-
perature dependent η/s(T ) used to describe LHC data
works well for low-pT RHIC data, but underestimates
v2(pT ) and v3(pT ) for pT > 1GeV. The parametrizations
of η/s(T ) in the literature are not definitive and signif-
icant improvements are necessary. Our studies suggest
great potential for extracting the temperature dependent
properties of QCD transport coefficients by performing
complementary experiments extracting flow harmonics at
both RHIC and LHC.

In Fig. 8 we present results for v1(pT ) compared to ex-
perimental data from ALICE [37], extracted in [39], and
from ATLAS [38]. v1(pT ) cannot be positive definite be-
cause momentum conservation requires 〈v1(pT )pT 〉 = 0.
There is a disagreement between the experimental results
(discussed in [38]) and between theory and experiment at
LHC. On the other hand, v1(pT ) at RHIC is very well re-
produced (see Fig. 7). One possible explanation for the
data crossing v1(pT ) = 0 at a lower pT than the calcu-
lation at LHC could be the underestimation of the pion
pT -spectra at very low pT – see Fig. 2. However, this is

•This study establishes a sensitivity to the specific shear viscosity
•Data seems to be consistent 
•More work needed to understand the evolution of viscosity between 

RHIC and the LHC
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PHOTON V2?
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Direct Photon v2 0-40% and Conclusions

Direct photons in 0-40% 
have a significant nonzero 
elliptic flow below 3 GeV/c

Magnitude of v2 
comparable to hadrons

Unexpected from TEff

Cocktail is the dominant 
source of systematic 
uncertainty

34

•Photon elliptic 
flow is as big as 
it is at RHIC

•Larger than 
hydro results
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DILEPTONS?
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CONCLUSION

• A large portion of the RHIC AA program not discussed here 
(jet E-loss, photon-tagged jets, chiral magnetic effect,...) 

• The QGP has very low specific viscosity; connection with 
ultracold Fermi gases and string theory: A rapprochement 
between string theory and strong interaction phenomenology

• Moving closer to ab-initio modeling, which implies a 
quantitative knowledge of the initial state
• Hadrons: Viscosity
• Photons & Dileptons: Temperature

• This modeling incorporates our current knowledge of non-
perturbative QCD ➡ “Standard Model”

• Many aspects not yet understood: not incremental
• Photon elliptic flow is new physics
• Dileptons: much more to come!
• Comparisons between RHIC and LHC essential 
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